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SUMMARY

The goal of this program is to develop a concept for an optical computer architec-
ture for symbolic computing by defining a computation model of a high level language,
examining the possible devices for the ultimate construction of a processor, and by
defining required optical operations.

In this quarter we undertook a detailed evaluation of our optical architecture
(SPARO) for combinator graph reduction. Since we had determined that the intercon-
nection network was the bottleneck in the performance of the architecture, our focus
was on the message throughput of the simple register-based network. We derived an
accurate performance model for the equivalent bidirectional ring network and found
that the net parallelism in the architecture was indeed restricted by the low message
traffic in the network. When messages exhibit no locality, the throughput for a 1024
processor network is limited to 8. With local messages, the maximum throughput for
the same network is 27. All results were subsequently verified by simulations.

The poor performance of the simple ring network motivated us to examine other
more elaborate but efficient interconnection network topologies. The alternatives con-
sidered included hybercubes, multistage interconnection networks (MINs) such as delta
networks, and the single-stage shuffle-exchange amd replicated single-stage shuffle-
exchange networks (SENs) where a number of SENs are used in parallel. On the basis
of analysis and extensive simulations, we found SENs, especially replicated SENs, to be
the most feasible and promising. Recent investigations have indicated that SENs could
be implemented efficiently in optics. Furthermore, we have established that replicated
SENs can provide a high throughput competitive with any other interconnection net-
work.

The tasks forthcoming in the next quarter will focus on the final phase of the
architecture design. We will reevaluate the modified optical architecture that uses a
shuffle-exchange network, and tune the final architecture to obtain the maximum per-
formance. This analysis will also yield the performance of the architecture in absolute
terms, of reductions per second, for comparison with other electronic computers. We
also plan to examine the detailed issues in implementing the architecture in optics
and/or in electro-optics.
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analytical modeling of buffered SENs with priority strategy for resolving conflicts is
extremely difficult.

We end Section III by presenting our results on replicated SENs. We show how the
performance of replicated networks can dramatically improve throughput. Based on
our simulation results, we show what order replication would be recommended, given
performance and cost constraints. The other alternative to replication is to use an
enlarged network or a network that is about four times as large as the number of pro-
cessors to be connected. The choice of replication or enlarging the network would be
determined by the relative difficulty of merging multiple networks (in the case of repli-
cation) and the maximum size of the network that can be implemented (in the case of
enlarging the network).

In Section IV, we present a summary on the performance analyses of hypercubes
and delta networks for comparison with the SENs. The comparison is based on our
simulated network results as well as the theoretical work done by other researchers.

Section V presents a brief note on the optical implementation of the SEN. We
conclude in Section VI commenting on the possible implementation of the entire archi-
tecture for SPARO.

2. PERFORMANCE OF RING NETWORKS

Before presenting the model used to represent the ring network, we present below
the assumptions made in our analysis. We also preface our assumptions with a brief
description of the network.

2.1. Principle of operation

The register-based network originally designed for SPARO, purely by serendipity,
looks quite similar to that proposed earlier for the ZMOB parallel processor [31 intended
for image processing applications. The SPARO network is composed of at least 1024
registers (the size being determined by the size of problems that the architecture is tar-
geted for) connected in a conveyor belt fashion. Each stage or register is associated at
any time with a single processor node as in Figure 2.1. There are thus 1024 processor
nodes. Each processor node can receive or send a message by accepting a message from
or loading into its associated register in the network. Messages are delivered by the net-
work by shifting the registers in a conveyor belt fashion. Since each message has a des-
tination address, the message reaches its destin-ion when the processor node address
matches that of the message. Unlike the ZMOB network, the SPARO network is
bidirectional. The network is assumed to recognize the direction which results in a
shorter delivery path for a message. The analysis of unidirectional and bidirectional

@1 network is only trivially different.

In terms of operation, the following sequence is followed in SPARO:

i) Each processor in the network examines its buffer to see if the previous message
has been delivered. If the buffer is full, the processor cannot load its new message
into the buffer and will enter a wait state. Otherwise, the processor will load the
buffer with its message and proceed with its processing.

ii) The ring network shifts and the ring register associated with each processor exam-
ines if it has a message to deliver to the processor. If so, the message is delivered.

iii) The buffer of each processor will check if the associated ring register is full (the
[ message in the register is meant for another processor). If the register is empty.
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then the buffer loads its message into the ring register. Otherwise, it waits.

Since in step (iii) the processor buffer cannot be emptied, the processor cannot gen-
erate more messages. This allows the ring to proceed uninterrupted at its full speed,
and also ensures that no messages are lost. This assumption also implies that the mes-
sage generation rate is influenced by the loading of the network. (The assumption
reflects, especially in the case of fine-grained processing, that a processor operates on
simple sequential tasks and cannot proceed until the previously sent message has been
delivered and a response message has been received.) We now examine the analytical
model of the ring network in brief.

2.2. Analytical model of the ring network

Figure 2.1 shows the representation of an individual stage of the network and its
communication with the processors. We define below the following parameters that are
used to define and compute the throughput of the network.

N=2n: total number of nodes in the network

p(i): probability that the destination of a message is i shifts away from source

m90 : rate of message generation at each node under no loading restrictions

ra9: effective rate of message generation at each node

m: total rate at which messages arrive at a nodes via the network

Pt: probability of termination of a message arriving at a node

In the first part of our analysis, we consider the case that messages in the network
are equally likely to be delivered to any node in the network. This contrasts with the
case that the messages exhibit locality, or that the probability of accessing remote desti-
nations is lower than those nearer to the source node. In the equiprobable case, the pro-
bability of generating a message with a destination that is i shifts away is independent
of i. This probability is 2/N for a bidirectional ring (1/N for a unidirectional ring)
where N=2n is the ring size.

We can calculate the rate m at which messages are traversing the network. If m
be the effective probability of message generation in each processor, and Pt the probabil-
ity that a message has terminated or reached its destination, then in the steady state,
the rate of generation of messages, mg, will be equal to the rate of consumption mP t .

Then, in a bidirectional ring,

m=mg/ 2 Pt

In the case of the unidirectional ring, m is twice that of the bidirectional ring.

Note that the above expression involves the effective message generation rate m 9
and not the actual message generation rate which we denote by m o. This modification
reflects the fact that the effective message generation rate depends on the load on the
network. The effective message generation rate can be calculated by knowing when the
buffer in the processor is full. If q, and q0 be the probability that the buffer is full and
empty, respectively, then we can find q, using the relation

qt=a01qo+allql

where a01 and al, are the probabilities of transition from q0 to q, and vice v%-rsa. a01 iS
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Neither the numerator and denominator can be expressed in closed form.

2.3. Throughput of ring networks

The throughput is defined as the average number of messages delivered at the end
of each cycle or shift of the ring. Since m is the rate at which messages arrive at a node
via the network, the number of messages delivered at a node is mPt. Since there are N
nodes in the network, the total throughput, denoted by T, can be expressed as follows.

For bidirectional ring T=2mPtN=8m(N-1)/N

For unidirectional ring T=mNPt= 2 m

In case of the locality, the throughput expression for the bidirectional ring cannot
be expressed in closed form. It can be seen that the throughput for no locality asymp-
totically levels off to 2 and 8 for the unidirectional and bidirectional rings, respectively.
Thus, the throughput of unidirectional rings can be quadrupled at only twice the cost.

Figures 2.2 and 2.3 graphically depict the throughput for bidirectional rings when
messages have random and local destinations. Figure 2.4 shows the near-exponential
increase in the total delay time (the theoretical derivations are not included here) which
is composed of the waiting time in the buffer and the transit time over the network. As
can be seen, the analytical results agree closely with the simulated results. It is of
interest to note that when messages exhibit locality, the throughput reaches as much as
27. This is more than three times the throughput of rings with no local messages.

2.4. Conclusions

We have presented an analytical model to evaluate the throughput of ring inter-
connection networks in message-passing environments. Although the model is relatively
simple, it effectively shows the serious limitations of the register-based ring networks.
Clearly, from Figures 2.2. and 2.3, for processors using message passing for communica-
tions, the ring network cannot provide an acceptable throughput for more than about
16 processors.

We next evaluate other network topologies as possible candidates interconnecting
the processors in SPA.RO.

3. PERFORMANCE OF SINGLE-STAGE AND REPLICATED SHUFFLE-
EXCHANGE NETWORKS

The first alternative topology that we examined in detail is the shuffle-exchange
network. We also examined the potential of employing replicated shuffle-exhange net-
works which have been used in electronic network designs to improve the performance
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SEN can be delivered within 2n cycles. There is no upper bound on the number of
cycles required since in each pass through the network a message may get blocked, due
to possible conflicts arising at the exchange elements of the network. The exchange ele-
ment resolves this conflict by allowing one message to go through to the proper destina-
tion. If messages cannot be dropped, then the message that loses in the conflict resolu-
tion is routed via a longer path, thus increasing the 'delay time' or the number of cycles
required to deliver it. Two schemes for resolving conflicts are often used:

i) random selection, and

ii) closest first selection.

In the random selection scheme, as the name implies, the message chosen for rout-
ing to the proper destination is chosen randomly. The message that loses in the random
selection starts afresh in the routing cycle. To represent the status of a message in the
routing, a counter is associated with the message. The counter is initially set to one. If
the message is successfully routed in one pass or period of the SEN, its counter is incre-
mented. However, if the message loses during a conflict resolution, its counter is reset.
Thus, a message reaches its destination when the counter value is n+1. In the priori-
tized case of the closest first selection, the conflict is resolved by selecting the message
with the larger counter value (randomly, if there is tie). Results from [5] show that, as
expected, the message delay is smaller and the throughput is higher (for small loads) in
the second case. Therefore, we have focussed our attention on SENs utilizing the priori-
tized conflict resolution scheme.

3.2.1. Previous analysis and results

Previous analysis of the SEN considered the state transition of the counter to
determine the probability that a message has been delivered (i.e., the probability that
the message has a counter value of n+1). This would then yield both the throughput
and the expected number of periods (delay) that a message stays in the network.
Unfortunately, the authors could not find a closed form expressions for these metrics for
the prioritized selection case. Instead, numerical solutions have been provided for
different 'loads', where the load is defined as the fraction of active messages to the total
number (N) of processors. Note that the load is distinct from the rate of message gen-
eration by the processors. The results showed that for loads below 0.25, the expected
delay is 1.51og 2N periods. For larger loads, the expected delay rises while the
throughput falls off, especially for large N. In applying these established results to the
general interconnection network problem that is of interest to us, we observe the follow-
ing differences in operation.

First, the previous work considered connecting memory modules and processors and
not processor-processor interconnection networks. Because the operating speeds of
memory are lower than those of processors, the requests from processors are typically
queued to the memory modules. In our case, the interconnection networks are used
only to provide communication between processors. The network, as opposed to
memory, will be the bottleneck. At high message generation rate, which results in high
loads, the network will be fully loaded. In such a case we prefer to stop message gen-
eration rather than queue delivery requests. Thus, in our mode of operation, a message
from a processor will be held in its buffer and not injected into the network if the net-
work has to route a message through that processor-network path.

Second, the model assumes that all messages take n passes to get routed. This is
the worst case routing time if no conflict occurs. The destination of a message can be
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Butterfly. Figure 4.1 shows the topology for an 8 X 8 MIN. To compare the RSEN
with the MIN, we have relied on the results on unbuffered delta networks (one class of
MINs) given by Patel [8] and on the results on buffered delta networks by Dias and
Jump [9]. Although both sets of figures, presented in Figure 4.1, are obtained from
analytical models, Dias and Jump have verified their results by simulation.

The results for a MIN show that for a 1024 10-stage MIN, the normailized
throughput (that is, the ratio of the absolute throughput to the total number of proces-
sors) is about 0.2 for an unbuffered network and 0.39 for a network with a single buffer.
These figures translate to a throughput of 205 in case of the unbuffered network and a
throughput of approximately 400 for a network with a single buffer. This is comparable
to the throughput of a RSEN (380) composed of 10 networks. The normalized delay
time to deliver a message in the MIN is about 1.5 or 15 cycles for a 10-stage network.
This also compares well with the 15 - 20 cycle range observed in the RSEN.

In comparing the RSEN with the MIN, note that while the MIN has multiple
(1og 2N) switching stages, the processors in a k-replicated RSEN must be able to accept
up to k messages on its input port. However, in the case of a RSEN there is an added
flexibility of using less than log 2N shuffle-exchange networks if less than maximum
throughput is acceptable.

-..- 4.2. Comparisons with the hypercube
To compare the performance of RSENs with another popular interconnection net-

work of comparable size, we have examined the hypercube topology. The hypercube

has recently become popular by making its appearance in two commercial machines the
Connection Machine (CM) (111 and the Intel Hypercube. Figure 4.2 shows the topology
of a hypercube of 4 dimensions. In our analyses, we have considered a 10-dimensional
hypercube.

As in the CM, each node in the hypercube is assumed to possess a routing buffer of
length k (0:5k!-log 2N-=n). The routing in the hypercube is determined by forming the
bit-by-bit EXOR of the source and destination addresses. The bit positions of the result
indicate the dimensions along which routing takes place. The network operates syn-
chronously with one dimension being active at a time. There is no set transfer sequence
amongst the dimensions for a message to be routed.

When two processors are connected during some dimension cycle, each processor
* examines its own buffer to check for messages that need to be transferred. If none are

found, a processor checks to determine if its buffer is full. If both processors have mes-
sages to transfer, a two-way transfer takes place. If only a single message packet needs
to be transferred, the transfer is possible only if the buffer of the destination processor is
not full. Two modes of operation are possible when considering the delivery of mes-
sages. In the first, both message generation and delivery are allowed in every dimensiowi
cycle. In the second, there is an upper bound on the number of messages that can be
generated and delivered in every n dimension cycles or one network cycle. The second
mode of operation is followed in the CM.

In the first mode of operation, since messages can be delivered in each dimension
cycle, one expects a smaller waiting and therefore a smaller delay time. While this
should result in better performance, the control is expected to be more complex and the
dimension cycle would be longer than in the C.M mode. The network cycles in the two
modes of operation of the hypercube therefore have different meanings. In the first
mode where deliveries are allowed in each dimension cycle, an individual dimTnp1i0,
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cycle is longer to allow for message deliveries. In the CM mode of operation. the net-
work cycle is composed of simpler dimension cycles during which messages can only be
transferred. All deliveries take place at the end of the network cycle. While we
focussed our attention on the first method, we simulated both modes of operation for
comparison.

Figure 4.3 shows how the throughput varies with the size of the hypercube when a
single buffer is used. With a message generation rate of 0.25, the throughput is only
about 25 for a hypercube of 10 dimensions. The poor throughput results from the
overflow of the input buffer in each dimension cycle when more than one message have
to be transferred across pairs of processors. Figure 4.4 examines the throughput for a
1024 hypercube as a function of the buffer size. The maximum throughput for such a
network is about 190 when a buffer of size 10 is used. The total delay time is given in
Figure 4.5 which shows that the delay time is minimized for a bufffer size of 3. For
larger buffers the waiting time increases enough to deteriorate the total delay time.

In the CM mode of operation, where 1 message generation and 1 message delivery
was allowed (that is, we allow 1 message to be generated, if the buffer is not full, and I
delivery, if any message was generated, at the end of each network cycle), the
throughput reaches a maximum value of about 1000 per network cycle. (Figures 4.6
and 4.7 show the throughput and delay time for the CM mode of operation.) In either
mode of operation of the hypercube (a maximum of 200 per dimension cycle), we believe

-- that the RSEN is very competitive (385 per single cycle). It must be noted that it is
difficult to make an exact quantitative comparison between the two networks since the
RSEN cycle of operation is different from the dimension cycle in the hypercube. As
pointed out earlier, the dimension cycle in the CM mode of operation is shorter since no
message deliveries until a network cycle. Actual implementation issues must be con-
sidered before accurate comparisons can be made.

In terms of optical implementation, the SEN appears more attractive than the
hypercube which must use large buffers for each node in the processor. On such simple
first order analysis, the SEN cycle would be expected to be shorter than that of the
hypercube. Thus, given that the two networks are competitive on the basis of
throughputs, the RSEN would appear to be a better candidate.

5. IMPLEMENTATION OF OPTICAL RSENS

Our analysis of interconnection networks, based mostly on performance, reveals the
RSEN to be very competitive to other commonly used topologies. The RSEN also
appears more attractive than other networks because of recent work on the optical
implementation of the perfect shuffle [12 - 15]. Lohmann [121 and Midwinter [15] ini-
tially showed how the perfect shuffle can be implemented very effectively using passive
optical elements such as lens and prism combinations or holograms. Eichmann and Li
[141 have later shown an even more compact implementation in optics which reduces the
total optical path length from Lohmann's approach by a factor of 6. Their results indi-
cate that the channel spacing d and the spot size ot are the limiting factors.
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where D is the aperture of the lens used (Figure 5.1). With a 50 x 50 sq. mm aperture
lens, the optical perfect shuffle can handle as many as 40.000 light channels. The chan-
nel spacing and spot size is assumed to be 0.25 and 0.1 mm, respectively. While using
bulk optics, as proposed in [14] may lead to larger-sized SENs, an alternative approach
may be to use a holographic plate to accomplish the same shuffle permutation. The
choice in implementing the optical shuffle will be pursued further in the next qurter.

The implementation of the complete shuffle-exchange requires using 2 x 2
switches for the exchange part. The switches can be realized using Wolloston or
Rochon prisms with controllable halfwave plates [12, 131. Unfortunately, the control in
these switches is limited by electronic bandwidths although the perfect shuffle imple-
mentation can be operated at optical bandwidths. As mentioned by other researchers
[15], embedding a packet switching network in a optical network for ultrafast routing
requires considering additional infrastructures in optics/opto- electronics, especially for
handling the collisions at the switches. We are in the process of identifying the critical
functionalities required to implement the exchange stage of the complete SEN (and a
RSEN). These are:

i) the switching control of the exchange elements,

* ii) the control mechanism for conflict resolution, and

iii) the mechanism for delivering packets from the network to the processor, that is.
how to redirect a message when it reaches its destination and not inject it back
into the network.

To make the design process tractable, we have begun examining the requirements for a
simple exchange element and issues involved in incorporating each of the three func-
tionalities in an optical environment.

8. CONCLUSIONS

Despite the complex issues in implementing an optical SEN network, the major
advantage of such an implementation is clearly in the tremendous increase in the overall
message bandwidth. Besides the potential advantages of using optoelectronic switching
in the exchange elements, there is also a great speed advantage in implementing the per-
fect shuffle compactly in optics. In case of an electronic implementation of the SEN.
because of the non-modular layout involved, large fanout devices and long delay paths
are expected to degrade the cycle time of the network. Typically, a 1024 or larger
shuffle may require board-level interconnects. The bottleneck is expected to be not only
in the switching element but also in the transfer of data electronically.

Our efforts in the previous quarter have revealed that the implementation of the
SPARO graph reduction processor appears more feasible in high-speed GaAs rather
than in opto-electronics. Using GaAs processors would still facilitate the building of the
interface to the optical network. Since the bottleneck in the parallel reduction of corn-
binator graphs is in the communication between the processors, a high-speed optical
network can lead to much greater performance than obtainable in electronics.
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